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Abstract

Electronically excited states of molecules are at the heart of photochemistry, photophysics, as well
as photobiology and also play a role in material science. Their theoretical description requires highly
accurate quantum chemical calculations, which are computationally expensive. In this review, we
focus on not only how machine learning is employed to speed up such excited-state simulations
but also how this branch of artificial intelligence can be used to advance this exciting research field
in all its aspects. Discussed applications of machine learning for excited states include excited-state
dynamics simulations, static calculations of absorption spectra, as well as many others. In order to
put these studies into context, we discuss the promises and pitfalls of the involved machine learning
techniques. Since the latter are mostly based on quantum chemistry calculations, we also provide a
short introduction into excited-state electronic structure methods and approaches for nonadiabatic
dynamics simulations and describe tricks and problems when using them in machine learning for

excited states of molecules



Excited Electronic States

We usually write the Schrédinger equation as
HLII = ELII

However, that obscures the reality that there are
infinitely many solutions to the Schrédinger equation,
so it is better to write

HY =EW,

Hartree-Fock theory provides us a prescription to
construct an approximate ground-state wave function
(as a single Slater determinant)

How do we build from there to construct an excited-
state wave function?



Excited States from Configuration Interaction
(Cl) Methods

Correlated Methods. |. Configuration Interaction

A Hartree-Fock one-electron orbital (wave function) is expressed as a linear
combination of basis functions with expansion coefficients optimized according
to a variational principle (where S is the overlap matrix)

N
|F-ES|=0 == ¢=lag,

The HF many-electron wave function is the Slater determinant formed by
occupation of lowest possible energy orbitals, but, the HF orbitals are not
‘perfect” because of the HF approximation

S0, one way to improve things would be to treat the different Slater
determinants that can be formed from any occupation of HF orbitals to
themselves be a basis set to be used to create an improved many-electron
wave function

| H-ES | = () — "O‘ym+§§fiflﬂr+§§a£}“{{.}f“'+---

i<j res



Cl in a Nutshell

a

abc

.LIJH:F II!J' l,I_J'U -Lljrl ik
Wyr | Ewr 0 dense 0
a
W, 0 dense sparse VETy Sparse
d
ab ¢
Wy n SEELRC sparse extremely sparse
: 5
e
abe VEry extremely
“Prj;'.t 0 sparse sparse extremely sparse

The bigger the Cl matrix,
the more electron
correlation can be captured.

The Cl matrix can be made
bigger either by increasing
basis-set size (each block is
then bigger) or by adding
more highly excited
configurations (more
blocks).

The ranked eigenvalues
correspond to the electronic
state energies.

Most common compromise
is to include only single and,
to lower ground state,
double excitations (CISD)—
not size extensive.



Ground State and Excited Configurations
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ground state singly excited configurations  double excitation



Cl Singles (CIS)

dense

There are m x n singly
excited configurations
where m and n are the
number of occupied and
virtual orbitals, respectively.

Diagonalization gives
excited-state energies and
eigenvectors containing
weights of singly excited
determinants in the pure
excited state

Quality of excited-state
wave functions about that of
HF for ground state.

Efficient, permits geometry

optimization; semiempirical

levels (INDO/S) optimized
for CIS method.



Koopmans' theorem

 orbital energy of an occupied orbital is approximately
equal to the minus the ionization potential of that
orbital

IP of ¢ = ¢

« can be derived from the Hartree-Fock energy
expression, if one assumes that the orbitals do not
relax after ionization

* In a similar spirit, one can approximate the excitation
energy

E(Y)-E(Yy)=¢,—¢
E(LPi?b) —-E(W,))=¢,+¢,—¢ —¢,

J



Singlet vs Triplet States

Pauli principle says that the wavefunction must be
antisymmetric, ¥(1,2)=-¥(2,1)
wavefunction is composed of space and spin parts

if the space part is symmetric, then the spin part must be
antisymmetric

only one way to do this, singlet spin state
= [a(1)B(2)-B(1)a(2))/2

if the space part is antisymmetric, then the spin part must be
symmetric

three ways to do this, triplet spin state
- o(1)a(2)

— [a(1)B(2)+B(1)e(2))27>

- B(1)B(2)



Singlet
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Two low-lying virtual (unoccupied) orbitals
of H,O
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A SCF

allow orbitals to relax, by doing a Hartree-Fock
calculation on the excited state as well as on the
ground state

only works if excited state different symmetry than
ground state (otherwise the attempt at calculating the
excited state collapses to the ground state)

OK for UHF calculation of the lowest triplet (since the
number of alpha and beta spin electrons is different
than in the ground state)

possible (but tricky) for an excited singlet or triplet if
the orbitals differ in symmetry

In general, need to use configuration interaction



Cl Singles (CIS) — Acrolein Example

Excited State 1: Singlet-A"
14 -> 16 0.62380
14 > 17 0.30035

Excited State 2: Singlet-A’
15 -> 16 0.68354

Excited State 3: Singlet-A"
11->16 -0.15957
12 -> 16 0.55680
14 -> 16 -0.19752
14 -> 17 0.29331

Excited State 4: Singlet-A"
9->17 0.19146
10 -> 16 0.12993
11->16 0.56876
12 -> 16 0.26026
12 ->17 -0.11839
14 > 17 -0.12343

4.8437 eV 255.97 nm f=0.0002 o
3.0329  408.79

373

7.6062 eV 163.01 nm f=0.7397

6.0794  203.94 H
6.41

9.1827 eV 135.02 nm f=0.0004
6.6993 185.07

LUMO+1: m,*

LUMO: m5*
HOMO: =,

9.7329 eV 127.39 nm f=0.0007 HOMO—-1: ng
Expt

Eigenvectors CIS/6-31G(d) and INDO/S

CIS excitation energies too large, INDO better!



CIS calculation -> UV-VIS spectra
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ERWIN WITH HIS PS1 CAN DO CALCULATIONS QUITE A Fi

BUT ONE THING HAS NOT BEEN SEEN JUST WHAT DOES PSI REALLY MEAN
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This partitioning of orbital space useful to obtain excited states with electron correlations included

-+
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Cl: Theme et Variation

frozen HF

. : If one chooses not to include all excited
virtual orbitals

configurations (full Cl) perhaps one should
enforced empty reoptimize the basis-function coefficients of
the most important orbitals instead of using

o more Iha.ﬂ' .
their HF values

n excitations €
i permitted

Maybe more excitations into

complete active sp4dce : _ I I
ailpoivie | eeed | oyerenergy obtale s 2
(JC‘('H})G‘HF(JH active € .er Op Ion ar.] any

shemes allowed space excitations into higher-

energy orbitals

no more than The general term for this class of

n excitations —— calculations is multiconfiguration self-
out permitted consistent field (MCSCF)—special
cases are CASSCF and RASSCF—
enforced doubly CASPT2 adds accuracy
occupied

_ Orbital optimization can be for an average
frozen HF of state energies so as not to bias the
occupied orbitals orbitals to any one state



ransition to Excited States from Perturbation
‘heory and DFT

Time-Dependent Perturbation Theory

Consider the time-dependent Schrédinger equation

_ where & is an
_Eﬁ = HW with eigenfunctions W; = c’_(rEj rm](I) . eigentunction of the time-
i ot ] I independent Schrédinger

equation
Perturb the Hamiltonian with a radiation field

H = H? + ¢grsin(2mvr)

The wave function evolves in the presence of the perturbation and may be
expressed as a linear combination of the complete set of solutions to H
W Ec_ke—(fﬁk.f/ﬁ)

k

D,

Termination of the radiation field will cause the wave function to collapse (upon
sampling) to a stationary state with probability |c,|>. The c, will evolve according to

. (it 1
D) = [HO + (J0r51n(2:rcw)]2c'ke (iEit ! P)(I)k

fafk k



Time-Dependent Perturbation

h o —(iEgt /1)

‘heory (cont.)

_——Eckg (I)i'( = [HO + eorsin(ZTEW)

[ ot I
Taking the time derivative on the left and expanding on the

_E dcy, e—(fEkr/ﬁ}(I)k N Z(‘kﬂk(’_(fﬁ\k”h)@k
k

"k

(iFur |
EC',I(E' (iEgt/ })(I),I(

right

I k 01
=S¢ Ekﬁ»_( jE‘””L"')'tlzvk + eOI‘Sill( 2mvt )2 C‘kf-’_(iEk“ ﬁ)(pk
r k
Which simplifies to
_E ﬂg_(iEkIfh)qlk = eOrsin(Z:rwf)ZC;{f?_(fEkrm](bk

f','\.ai' k

Left multiplication by state of interest and integration yields

.fkdr T

h dc,  _(iEv %) . (i
DN Tk iR ;h_]&m =¢q sm(mer)Ecke (-IE“m}<(IJm‘r‘(IJk>



Time-Dependent Perturbation Theory (cont.)

i ¢, _(iEvt/#)e : ~(iExt /1)
-— r_kg (iEx F']émk =€ SIH(ZJ'EVT)E(.';(E (gt /h < m [“(I),:‘>
I dt k

Evaluate Kronecker delta, rearrange, and assume perturbation is small, so ground
state can be used for right-hand-side coefficients

o Lo
ot 1

Integrating over time of perturbation

] —i(E )t/ h
Cm (T) =~ ;(OJ‘G Sln(7TE\ff) [ Em }((D.'nlrl(bﬂ)dr
) "()r’(mmg +0)T 1 Ei(mmg—m)r _ 1'|
==3¢ - |((Dm|r|(1)0)
2ih \_ ;0 tW W0 — W J

where
Em — EU
m =27V W0 = ﬁ



Time-Dependent Perturbation Theory (cont.)

interaction with hlgh frequenqy field)

Adding Franck-Cpndon overlgp for vibrational Wzve kstiong4assuming little

1

('m n (E = Egh €0

Qualitative points:

The second terml in bra

I i(mm +m:]‘|:__ {,i(mm :T__
A (o, o)

series expansior] of the

resonance with the stata-e

The transition-dif
probability of one

Excited vibration

ax%éhénﬂa!) when e

-0
J =0
/()mo -

Em — EO

h ( ground state

ains well behaved based on

rgy separatig

geometry for maximum overlap Generic Coordinate



Time-Dependent Density Functional Theory

A similar mathematical formalism applied to density functional theory shows that
excitation energies can be determined as poles of the polarizability matrix

(a) =3 K(I)m‘r‘(b(’)‘_ N K(I)m‘rﬁ)o)‘_
o ol w0tro o, -
W =271V Wm0 = @

Qualitative points:

TD DFT tends to be more accurate than CIS but this is sensitive to choice of
functional and certain special situations

Charge-transfer transitions are particularly problematic

No wave function is created, but eigenvectors analogous to those predicted by CIS
are provided



Cl Singles (CIS) — Acrolein Example

Excited State 1: Singlet-A"

14 -> 16 0.62380
14 > 17 0.30035

Excited State 2: Singlet-A'

15> 16 0.68354

Excited State 3: Singlet-A"

11 ->16 -0.15957
12 > 16 0.55680
14 > 16 -0.19752
14 > 17 0.29331

Excited State 4. Singlet-A"

9->17 0.19146
10 > 16 0.12993
11 ->16 0.56876
12 > 16 0.26026
12 > 17 -0.11839
14 > 17 -0.12343

Eigenvectors CIS/6-31G(d) and INDO/S

4.8437 eV 255.97 nm =0.0002
3.0329 408.79
3.73

7.6062 eV 163.01 nm f=0.7397
6.0794 203.94
6.41

9.1827 eV 135.02 nm f=0.0004
6.6993 185.07

9.7329 eV 127.39 nm f=0.0007

0

LUMO+1: m,*

LUMO: =,*

HOMO: =,
HOMO-1: ng,

Expt

* TD-DFT: PBE/6-31G(d)

(For DFT HOMO n, and HOMO-1 rt,)

e Ex.St. 1:'A” 3.7 eV
* 15->16 0.62
 15->17 0.10

* Ex.St. 2: 1A" 6.6eV
* 14->16 0.60
* 14->17 0.12

e Ex.St.3:1A” 7.27 eV

* Ex.St.4:A” 7.70eV




QC methods used for excited states in recent literature

PHOTOISONERZATION PHOTOSTABLITY SPECTROSCOPY
B CASSCR/CASPT2 [0 roatcesp B o B o I Other
B ca B roxcosor O s 0O wmmer
Occs B saccr B s O opsr-mra

Figure 2. Studies found in the literature on molecular processes taking place in the excited state distributed by
the different quantum chemical mathods employed. The search parameters were “excited states” and “quantum
chemistry” in the pedod 2007-2010. 106 papers are conside red 139

ChemPhysChem 2012, 13 28-51 © 2012 Wiley-VH Verlag GmbH & Co. KGaA, Weinheim w

Gonzales et al.




Excited electronic states: Conical Intersections and Dynamics

Avoided Crossings and Conical Intersections

|H = ES | = ( s— =0

Hll_E le
H H,, - El

21 22

3

(Hy+ Hy) 2 (Hy - Hy) + 4H
>

Can two states have the
same energy E?

RequiresH,;, =H,,andH,, =0

This restricts two degrees of freedom and is thus not possible in a diatomic
(avoided crossing rule) but it is possible for larger molecules (conical
intersection) and indeed multiple electronic states can be degenerate

provided sufficient numbers of degrees of freedom are available to satisfy the
necessary constraints.



Coni(((:]at C’I)ntersection Example (NO,)

Note that 3 atoms
leaves one final
degree of freedom,
so the Cl is not a
point, but a
“seam” (that has a
minimum)

Professor Carlo Petrongolo



Conical Intersection Example 1D Projection

Conical Intersection

Avoided Crossing

Cls permit
radiationless
transitions from one
State to another.
Kasha’s rule says
that such internal
conversions among
excited states will be
very fast until one
reaches S, (the first
State above the
ground state S)



What If Two States Have Different Spin Multiplicity?

In non-relativistic guantum mechanics, transitions between two states
of different spin multiplicity are strictly forbidden (although it is mildly
paradoxical to refer to spin at all if one is imagining non-relativistic QM)

However, a relativistic Hamiltonian includes operators that affect spin,
including the spin-orbit operator, the spin-spin dipole operator (coupling
two electrons) and the hyperfine operator (coupling electronic and
nuclear spins)

Spin-orbit coupling increases with the 4th power of the atomic number,
so with heavier nuclei, this process can be very efficient

Mainly responsible for all spin forbidden processes. Also 2-e terms



Nondynamical Photophysical Processes for a Single Geometry

Jablonski Energy Diagram

Excitation
(Absorption) Esxclted Singlet States

15 Vibrational
107" Seconds 82% Energy States
o]
Internal Internal
Con:‘e‘aslon 2 Conversion
= 0 Delayed
Xi:l;axt‘i::lr‘l,anl 5,2 e Fluorescence
14 a1 |H RYA .
R o 'I’rltg{et
Fluorescence ‘ :: T 3
10resce (T,)
(107°-10" Sec)
[ —
Int st
Croseing. Non-Radiative
A Relaxation
(Triplet)
Quenching
e sl N Phosghon;scence
Non-Radiative § 3= L
Relaxation "0 1t
ARA 0 Figul"e 1

Ground State

Dynamics adds
substantial
complication by
changing relative
State energies.
Solvation
compounds the
difficulty by changing
State energies in a
time-dependent
fashion as non-
equilibrium solvation
decays to equilibrium
solvation

Collisions usually involve excited states and many states of ions




Solvatochromism Redux
Equilibrium vs. Nonequilibrium Solvation

\VIES
‘\\\
l AG*sol
AEgq = hvg
\
\\“"'--_ -
q;GS

""\-\.\_\__-\-

\\
-

gas

/
ry
#
e

ﬂlEgas = h“"gas

(Stokes shift)

solution

AEgq = AEgas + AG g — AGSS,
N

J

~

solvatochromic
effect

Solvation energy can be computed using many different models!




* Excited states calculations usually require larger basis set and better
treatment of electron correlations to achieve the same level of
accuracy as the ground state.

 Electronic structure of ions can be calculated similarly



One-electron properties and MO

MO is not an physical observable by itself
* MO can be used to explain chemical and physical properties.
MO is also useful for qualitative interpretation



Molecular Orbital Plots
$(F) = Cix. (V)

plot a surface where lg(N]?=c

#(r) can have positive and
negative values

shade in different colors

only the change in sign
matters, not the absolute sign




Population Analysis

* divide up the total electron density into
contributions from the individual atoms or basis
functions

 each orbital Is normalized

j¢i*¢id7 =1

 In a closed shell molecule, each occupied orbital
contains 2 electrons (N, Is the total number of
electrons)

OCC

sz¢i*¢id7 =N,



Population Analysis

 each orbital Is a linear combination of basis
functions

¢i — Zc,uiZ,u
* plug into the expression for the total number of
electrons and rearrange terms

0ocC

sz¢i*¢i dz =N,

EC:ZJ'{ZC;Z#}{Z Cix, ydr =N,

0cC

Z{ZZC,J. ¢} | 2z, d7}= Z Sy =



Population Analysis

OCC

ZZCMCM- =P, ~densitymatrix, S, overlapmatrix

e partition Z S, = N, into contributions

from dlfferent atoms and basis functions

M =P S Mulliken populationanalysis matrix

Hv uvS uv
M, => > PSS, condensedtoatoms
ueAveB

0, =Z,—> M, atomiccharge
B



Dipole Moment

 for Hartree-Fock wavefunctions, the dipole is the

expectation value of the classical expression for
the dipole

« can be written in terms of the density matrix and
a set of dipole integrals over the basis functions

=y (Q—ef)ydr+Y eZ,R,
[ A

= 22j¢i*(—ef)¢idr+ZeZAI§A

= Z Pﬂv_‘-;(ﬂ(—ef);(vdr+ZeZAI§A
y7% A



Electron Density

p(F)=> P, x.(F)x,(F)

Electrostatic Potential

* energy of a unit test charge placed at r
ESP(7) = [w (e /T )ydr+Y eZ, I R,
A

=3P, [x.(-e/t)z,dr+>eZ, IR,
y7A% A
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Partial Atomic Charges (in molecules)

Class 1 : from chemical intuition such as electronegativity
Class 2: Direct partitioning of wave function

— Mulliken

— Lowdin

— Natural bond analysis

— & more

Class 3: through analysis of some physical observables
— Fit to density or electrostatic potential

Class 4. semiempirical mapping of a precursor charge to match
experimentally derived gquantities (Class 2 or 3 charges with corrections)






ground state properties

N\

bulk properties /molecular properties \
- densH-y - leOle moment

- viscosity, hardness - polarizability

- dielectric constant - NMR chemical shift

- melting point - vibrational frequency

: N Z /

When the corresponding operator O and the wavefunction are known, the property
can be calculated as the expectation value !

WISPOC 2008, Prof. Thomas Bally 3 Properties




a more general approach

property = response of a molecule to a perturbation (A)

! |

change in energy - change in geometry (R)
- external electric field (F)

- external magnetic field (M)
- nuclear magnetic field (I)

. JE 1026 ., 103 .
Taylor expansion:  E(A) = E(0) + ﬁ),, +?a2}k APy A+
first second third
order order order proper’ry

A is usually directed, i.e. represented by a vecfor (field)

QD
%)

2 d3
—> ’E = vector i = matrix ok = tensor

A A? oA\

WISPOC 2008, Prof. Thomas Bally 5 Properties



properties that can be formulated (and
calculated) as derivatives of the energy

nth derivative with change in geometry (R), external electric field (F)

regard to

external magnetic field (M, nuclear magnetic field (I)

=
]

=
-

=
m

ny Property

o

mixed
derivatives

O 0O 0O M m+= 0 0 00 0 0 0 wm -
O ™M = MmMm= = 0O 0 0 0 wm= 0O O O
= = = 0 0 0O 0O 0O 0O Mm—= 0 0 0 0 O O

- O O 0O O 0O O m—= 00 0O O O O O

Energy gradient g

Harmonic vibrational frequencies w;

(cubic) anharmonic corrections to vibrational frequecies wix;
Electric dipole moment y

Electric polarizability

(first electric) hyperpolarizability £

Magetic (dipole) moment x

magnetic susceptibility 7

ESR hyperfine coupling constant a;

Spin-spin coupling Jj; of different nuclei

Intensities of fundamental IR transitions

Intensities of overtones and combination bands in IR spectra
Intensities of fundamental Raman transitions

Intensities of overtones and combination bands in Raman spectra

Circular dichroism (CD)
Magnetic circular dichroism (MCD)
Nuclear magnetic shielding (— chemical shift in NMR)

WISPOC 2008, Prof. Thomas Bally
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1. perturbation = deviation from equilibrium geometry (Aq)

(molecule with ¢ = 3N-6 internal degrees of freedom)

oE d 2
E(Aqgy) = E(0) +5;——Aq, +;7 7= — Aqg"Aq;
—_— e ——
=0 at gmmm Jradients harmonic
equilibrium g, force constants

— fy
{IR- and Raman }

- cartesian displacements IN-6 | spectra
AQ; A - bond strechings " norma
- angle bendings ... MOodes G, rorni I
- - . atomic

( Fll FlE Flgp ) Ifﬂu 0 0 masses 3N-6
Fa fa — fa k 0 n, .. O e (harmonic!)

_ . _ vibrational
c!lagt.'.-na— R frequencies
lization L0 o0

. 'Fq)l Fq}z was .FW g, n“

Intensities: calculated from mixed derivatives (see later)
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prediction of vibrational spectra: some rules

1. calculation of vibrational spectra makes only physical sense at pofential energy minima!
always make sure that your structure is fully optimized, and that all frequecies are
positive!

2. agreement between individual frequencies in calculated and measured vibrational spectra

is absolutely meaningless.

only a general agreement of the entire spectral pattern serves as an assignment tool.
All important predicted bands should appear in the measured spectrum and vice versa!

3. big molecules (with no symmetry) have very many vibrational transitions

the bigger your molecule, the more likely you will discern a general agreement between
a calculated and a measured spectrum (if you kink your head and squint your eyes)

4. never use calculations as a substitute for chemical common sense.

what you learned in analytical chemistry about group frequencies may be more useful
than the results of quantum chemical calculations

5. never forget that what you calculate are always fundamental harmonic frequencies.

- experimental spectra may contain overfones, combination bands, or Fermi resonances
- deviations between theory and experiment may be due to anharmonicities

WISPOC 2008, Prof. Thomas Bally 16 Propertles



an example

O-Pyrazolylphenylnitrene

DN / \N m

N h . -N* UV-spectra in Ar/12K
N4 254 nm

hv hv
365 nm 313 nm

? X

L

240 260 280 300 320 340 360 380 nm
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“pattern matching”

hypothesis:

B3LYP/6-31G*

N—
—

500 600 700 800 900 1000 1100 1200 1300 1400 1500 1600 cm
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Simulated IR and Raman spectra using
calculated vibrational frequencies
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what method to use fo calculate IR-spectra ?

see the large study by Scott and Radom, J Phys. Chem. 100, 16502 (1996)
(122 molecules, 1066 fundamentals).

HF/6-31G* large (100 cm™) systematic errors, many outliers

MP2/6-31G* smaller (65 c¢m) unsystematic errors, fewer outliers

BLYP/6-31G* quite small (40 cm™) unsystematic errors, very few outliers

B3LYP/6-31G* smaller (35 cm-!) partially systematic errors, very few outliers

| BN

or other  no bigger
hybrid basis set

functionals needed!

scale by a factor (ca 0.96)

X-H stretching frequencies are usually off by more than the others, due to strong
anharmonicity. They are often not useful for identifying molecules, also because of
the presence of overtones and Fermi resonances in the region 2800-3300 cm-.

if your molecule is too big to run a frequency calculation with a hybrid DFT functional
and a DZP basis set, then it is probably too big to allow for a reliable comparison

between calculation-and experiment. ==

WISPOC 2008, Prof. Thomas Bally Propertles



2. perturbation = external electric field (F)

F = perturbation of the potential energy fermV in the Hamiltonian
(quite simple to implement, as V is a simple multiplier)

E(F) = E(O + — + — > 2 4 ——F3
(F) = E(0) P F 25 F2 F 55 F +
- a P higher h
i olariz- (first) igher hyper-
n‘i:lnfr?éit Pﬂbili‘l‘y hyperpol- polarizabilities
arizability

a) Dipole moments, W,/Debye

HF/ HF/ mP2/  MpP2/ B3LYP  B3LYP

Molecule exp 6-31G* POL 6-31G* POL cc-pVTZ POL

cO 0.1 | -0.26 -0.17 0.33 0.31 0.13 0.10
H20 1.85 2.20 1.98 2.16 1.85 1.92 1.86
H2S 0.97 1.41 1.11 1.49 1.03 1.19 1.01

NH3 1.47 1.92 1.62 1.92 1.52 1.59 1.52
HF 1.83) 198 1.92 1.98 1.80 1.83 1.80

POL: Sadleis pVTZ basis set, optimized for electrical properties

WISPOC 2008, Prof. Thomas Bally 2% Propertles



g::) (o) = 1{3'(uxx+ayy+azz)
b) mean (static) polarizabilites, {(a}/a.u. (1 au.= 0.1482 A3)

Molecule ex HE/  HF/  MP2/ MP2/ B3LYP B3LYP
P 6-316* POL 6-31G* POL cc-pVTZ POL

co (13.08] 9.25 12.23 9.54 13.09 1LlI 13.18
H,0 |9.64| 487 851 493 9.80  7.07 9.96
H,S |24.71| 14.45 23.77 14.20 24.70 18.54  25.24
NH; [14.56| 7.93 1294 7.93 14.42 10.97 14.73
HF 5.60) 2.68 4.88 273 567 195() 5.83

Here, the POL basis set really helps!

(7 B> = 3/5-Brs tByys B zz)

c) mean (static) first hyperpolarizabilites, {f)/a.u.

difficult to measure, comparisons can only be made to very good calculations

hybrid DFT methods do reasonably well, but diffuse basis functions are needed
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3. perturbation = external magnetic field (B)

JE 1 0 2E
= + — + —— B2 + ...

EB)=E0) *55B + 3555 B

‘_f_’ _V_‘
mg E,ﬂ’uo — vacuum permeability
(permanent) (relative)
magnetic magnetic
dipole moment  permeability
=0 for closed-shell compounds J b related to the (macroscopic)

magnetic susceptibility

B interacts with the magnetic moments of the electrons caused by their movement,
i.e. it is a perturbation to the kinetic energy or momenfum term in the Hamiltonian.
This perturbation is determined by the magnetic fields vector potential A(r).

Vector potentials are always defined relative to an origin, the “gauge” r,.
= the results of calculations are origin or gauge-depenent!

Different solutions have been proposed to this problem. The two most popular are:

a) each basis function includes its own origin 4=m imlemented in the
(Gauge Including Atomic Orbitals, GIAO, London 1937 Gaussian program

b) MOs are localized such that they have their own origins
(Individual Gauge for Localized Orbitals, IGLO, Kutzlnigg 1982
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3. perturbation = external magnetic field (B)

e rarely does one do calculations of magnetic susceptibilities.
» In practice, chemists use external magnetic fields as a means to let other perturbations
manifest themselves (nuclear magnetic shielding, hyperfine coupling, MCD ...). such as:

4. perturbation = nuclear magnetic moments (I)

* nuclei j with nonzero spin ('H, 13C, '*N ...) have magnetic moments I,
» These give rise fo magnetic fields inside molecules.
e By analogy to the first three cases we write:

JE d2E
-+

E(I, I, ..) = E(O) + — I I-I. +
I . a I| : a I@ IJ ! J
— ——
ESR hyperfine «— g hJ. =D nuclear spin-spin
coupling constant | . coupling constant

5. two simultaneous perturbations

In the presence of two perturbation acting simultaneously, the energy is expanded in both
perturbation, which leads to mixed derivatives, many of which are also related
to molecular properties.

2-D spectroscopy?
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a) IR intensities: change in dipole moment w for deformation along normal coordinate g,

in the "double harmonic approximation” (termination at first order):

BOp ) [ )
IR intensity (q,) & |3 qn,i] T L’qn,ia F]

dipol t OF
ipole moment U =7—
b) Raman intensities: change in polarizability o for deformation along normal coordinate g,

in the "double harmonic approximation” (termination at first order):

- 90 ) 2% )
Raman intensity (q,;) o¢ 3 Qs T qn‘ia Fe

d 2E
aF

polarizability o =

[ R

Note: IR- and Raman-intensities are proportional to derivatives of electrical properties.
Remember that, to get those right, one needs special basis sets (e.g. Sadlej POL)
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c) nuclear magnetic “shielding” (by the local magentic fields that arise from the circular
movements of electrons induced by the external magnetic field B)

2

J 2E
nuclear magnetic shielding constant o (B) o< [5 B 1
i

l

translates into NMR chemical shift
& =10%%(0 -0,)(B)

Finally, perturbations can also be time dependent.

In particular, electromagnetic radiation represents electric fields F(t) and magnetic fields
B(t), oscillating with a frequency ®, which perturb the movements and the distribution of
electrons in a molecule. See last lecture by Prof. Cramer

In particular electronic absorption spectra can be regarded (and calculated) as
espressions of the fime-dependent polarizability of a ground-state distribution
of electrons (see last module by Prof. Cramer).

But now, back to applications!
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Akorta et al. (Madrid) Rablen et al. (Swarthmore Coll.)

461 13C chemical shifts calculated by 'H chemical shifts of 80 organic compounds
GIAQ/B3LYP/6-311++G(d,p) calculated by GIAQO/B3LYP/6-311++G(d,p)
225 I '1 O ] T T | 1 T T T T l'_| T T '| T T | T |
200 - - \ |
175 - 8l |
150 1 . g ]
2125 1 - 6 L ]
S | |
% 100 - T : |
75 - - < 4 _
: - . 1
50 : - -
25 I - 2 - -
o : - :
25 ': 1 r r r 0 I L I Lo b v by o b y
-50 0 50 100 150 200 250 20 22 24 26 28 30 3
0(13(:]‘:‘1": U(IH)calc
8("C)exp = 175.7 - 0.963x0(PC),qc 8(*H)exp = 30.6 = 0.957x0('H)
r2=0.996, rms error: 2.9 ppm r2=0.996, rms error: 0.15 ppm
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How Does an Electronic Energy Relate to
a Thermodynamic Quantity?

Electronic energies are unspeakably tiny energies
referring to the potential energy of a single molecule
at 0 K characterized by classical nuclei (only the
electrons are treated quantum mechanically)

Chemistry involves an unspeakably /farge number of
molecules whose distribution is governed by
Boltzmann statistics at equilibrium

Thermodynamic quantities describe the ensemble
properties of large numbers of molecules

One molecule at 0 K is like a ball on a PES, one mole
of molecules at non-zero T is like a dense flock of
birds, thinning in all directions from a central point,
hovering above that surface and in constant motion
with individual birds going up, down, back, and
forth...
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Fundamental Equations of Thermodynamics

The partition
funetion

Enthalpy

Entropy

ON.V.T) =3 e BW.V)/kpT

[

2(3nQ)

U= kgT
\or Jyy

H=U+PV

- (9InQ)
S = kglnQ +kpT\ —= -

Gibbs Free Energy _ )
(Free Enthalpy) G=H-TS

Canonical ensemb

Note how in
Ih‘?mo‘b’“ﬂmm.r
the partition
ﬁlﬂﬂiﬂn has
essentially the
same status as the
wave function has
n gmm
mechanics




A Convenient Partition Function

The partition ON.V.T)=3 —E(N.V)/ kgT

function

[

Identifying all possible energy states available to an arbitrary system
is a brobdingnagian task. A simplification is to take the system to be
an ideal gas. By definition, the individual molecules of the ideal gas
do not interact with one another, so the total energy is the sum of
their individual energies:

Q{N, V,T} _ %2 E—[E l{v] +E7 {F]+‘==+EN|:F}Lf kBT The sum
i

Exponential of
sum is product

1 = qiigr 1l e—sﬂzj[v}mgﬂ_"[ e—s_,{m{v}rkﬁﬂ
J i(N) of exponentials

"Wl |

1 [levels —:k{v]fl:BT]N All molecules of

B Hl % 8ke | ideal gas are

identical
= fi‘(‘"ﬁ} q 1s molecular partition function




What Contributes to the Total Energy of a Molecule?
Electronic energy: (from Schrddinger or Kohn-Sham eqs)

Translational kinetic energy: (dense levels, like classical system; depends
only on molecular weight, choice of standard-
state volume, and temperature; 0 at 0 K)

Rotational kinetic energy: (if rigid rotator: dense levels, like classical system;
depends only on principal moments of inertia
and temperature; 0 at 0 K)

Vibrational kinetic energy: (if harmonic oscillator: not dense levels, but
convergent sum; depends only on

molecular vibrational frequencies (normal

modes) and temperature;

Practically geometry and vibrational not 0 at 0 K for QMHO)

frequencies are all that required to do
thermodynamical calculations Zero-point vibrational energy (ZPVE)
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Simplifying Assumptions

 Assume ideal gas: PV=nRT
— (@ one mole: PV=RT
~ @ T=0:PV=0
« Assume excited electronic states are very
high 1n energy

— make electronic partition function equal one

« Assume molecule 1s a rigid rotor and
harmonic oscillator

Ideal gas assumption allows to get Q(N,V,T) in terms of q(V,T)
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1 modes /

Now the Electronic: UO = EO + Eh EVI'

l
I

Zero Point Vibrational Energy

\ 1 modes

H0= U0=E0+Eh EVI'

l




What about other temperatures?

Heat Capacity at constant P
|

\

T
H; = H, +f0 C,dT

H ,ip(T) = U,,(T) + ZPVE

modes

NA}I'V!.'

H,y(T)-ZPVE = ¥

]

(ehvj/k.ﬁ'T _ 1)

* RT =~0.6 kcal/mol @ 298K
* C,(translational) = 3R/2

» C,(rotational)

— 3R/2 for nonlinear

— LR/2 for linear

» L =# of unique rotational axes
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H,y(T)-ZPVE = ),

Expand the exponential

In chemustry, frequencies

rarely go to zero

[

modes
Nahv;

(ehvi;'k,’i" _ 1)

i

2 .3
e =lex+X 4 4 where x =YL
203

kT

modes
- MmRT

Least harmonic type of mode

Hindered rotor = 1/2RT asv —=0

\

Go 1n after the fact and correct




Entropy

SD=SE,'. +Snt+SvIb+Sﬂ RInN, +R

Sirans _R! /

(nonlinear)

\Srot -R %+ln[(

elec —

(=

"l

—

a

™

Y, (SﬂzkaT 2




As v; —0 thus natural log term goes
to infinity
chemically, this 1sn’t realistic

S&i’ec =RInw<— degeneracy (25+1)

* You can directly compare computed S to
experimental S

» Its harder to do this for enthalpy and free energy
since they use different standard states




Practical Thermodynamics (No Equations)

Ground-state electronic degeneracy, mass, optimized
geometry, and vibrational frequencies are all that is
required to compute ideal-gas thermodynamic
gquantities

Relative zero is all huclei and electrons infinitely
separated and motionless at 0 K (somewhat
inconvenient in the laboratory...)

The entropy of a harmonic oscillator becomes infinite
as its frequency goes to zero, so the QMHO
approximation breaks down for very low frequencies

Entropy is an absolute quantity; computed entropies
agree extraordinarily well with measured ones for
gaseous molecules, so there is reason to be hopeful
about other thermodynamic quantities
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CPU time 52 sec
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How to Reconcile Experimental and
Theoretical Standard-State Conventions?

-~
F'--'_h‘
--------- N
--‘ n L]
_,.-"'*-‘ HHog He) N, 2985 »
H modecular
o i .‘.\ caleulations
+ +7PVE i ,
5 P8 ;
H n
a P g y
: n
.:-] : i = ]
= H % ] el P %
= i3 E £ 23
% i 2 = o : atomization
n { 1
S P E “ i © energy
H &’ =
IEI D i
| P E
1 : u
1
Hogg—H, H
« 2“_.-'02"_"%. 2088, f A sprin-enhit
--------------- H ! corrected
------ ™ i atormic
““g ! J calenlanions
| .
- i clbormic
i H — b experimental
E i daia
AH'fp : AH o5 AGT 298
0.0 !
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Heats of Formation

» Atomization method accuracy depends on
level of theory’s ability to model electron

correlation
e Isodesmic reactions
* Semi-empirical methods

e Molecular Mechanics

Calculations at semiempirical levels of theory report heats of formation
without ever doing frequency calculations. Explain how the predicted
heat of formation is computed and what is involved in foregoing a

frequency calculation.
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How Do One-electron Theories Do?
G3/99 Test Set (223 Molecules)

HF/6-311+G(3df,2p): MUE, 211.5 kcal mol-'; Max,
582.2 kcal mol-1

LDA/6-311+G(2df,p): MUE, 121.9 kcal mol-'; Max,
347.5 kcal mol-!

BPW91/6-311++G(3df,3pd): MUE, 9.0 kcal mol-;
Max, 28.0 kcal mol-!

TPSS/6-311++G(3df,3pd): MUE, 5.8 kcal mol-'; Max,
22 .9 kcal mol-!

TPSSh/6-311++G(3df,3pd): MUE, 3.9 kcal mol;
Max, 16.2 kcal mol-1

Hybrid DFT not bad, but still not really acceptable




How Do Post-HF Theories Do?
Various Atomization Energy Test Sets

HF/6-311+G(3df,2p): MUE, 211.5 kcal mol-'; Max,
582.2 kcal mol-1

TPSSh/6-311++G(3df,3pd): MUE, 3.9 kcal mol;
Max, 16.2 kcal mol-*

MP2/6-311+G(3df,2p): MUE, 9.7 kcal mol-!; Max,
~25 kcal mol

QCISD/6-31G(d)} MUE, 51.7 kcal mol~' (109
molecules)

CCSD(T)/6-311G(2df,p): MUE, 11.5 kcal mol-' (32
molecules)

Great theories, maybe, but disastrous thermochemistry



Mulitilevel protocol sometimes aims at thermochemistry

Correlated Methods. |V. Multilevel Protocols

Use of an incomplete (i.e., non-infinite basis set) leads to
errors—for some levels of theory, one knows the manner
in which the infinite limit is approached, so one can
extrapolate to the infinite basis result. E.g., for HF:

— XEEHF,.I - ySEHF,y

Eyr

5 5
X =y

where x and y are the highest angular momentum
quantum numbers in the basis sets (e.g., d =2, f= 3, etc.)

Similar scaling for some correlation-energy schemes

x’E_ -YyE

COIT, x COIL, ¥
3

coIr,=

x3—y
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Multilevel Protocols: Tema y Variaciones

Rather than estimating limits in a rigorous fashion,
consider total energy to be a linear combination of
components with empirically optimized coefficients

COmMponents

E multilevel = E C EE:'

i

€1 MP2/cc-pVDZ (optimized structure a)
€9 MP2/aug-cc-pVTZ — MP2/cc-pVDZ /] a
€4 MP4/cc-pVTZ — MP2/cc-pVDZ I a

€4 CCSD(T)/cc-pVDZ — MP4/cc-pVDZ /] a
€5 etc. (possible empirical terms)

may also include scaled thermochemical contributions, of course
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Multilevel Protocols: The Menagerie

Purely additive protocols: G2, G3, G2MP2, G3MP2,
G3B3, G3MP2B3, G3-RAD, ...

Extrapolative/additive = CBS-4, CBS-q, CBS-Q, CBS-
protocols: APNO, W1, W1U, W1BD, W2,
W3, W4, ...

Scaled/additive protocols: SAC, MCQCISD, MCG3, G35,
G3S(MP2), G3X, ...

Bond-correcting protocols: BAC-MP4, PDDG/MNDO,
PDDG/PM3
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Corr Energy -76.212363435 Hartree
RB3LYP Energy  -76.4474480039 Hartree
MP2 Energy -76.314917684127 Hartree
CCSD(T) Energy -76.220673773 Hartree
CBS-QB3 Energy -76.337491 Hartree
ZPE 0.021100 Hartree
Conditions 298K, 1.000000 atm
Internal Energy -76.334655 Hartree
Enthalpy -76.333711 Hartree
Free Energy -76.355138 Hartree
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CPU time 8.9 sec

Fe1® O /[0 YElotiAle.




How Do Multilevel Protocols Do?
Various Atomization Energy Test Sets

TPSSh/6-311++G(3df,3pd): MUE, 3.9 kcal mol;
Max, 16.2 kcal mol-!

MP2/6-311+G(3df,2p): MUE, 9.7 kcal mol-!; Max,
~25 kcal mol-1

CBS-Q: MUE, 1.2 kcal mol-'; Max, 8.1 kcal mol-’
G3: MUE, 1.1 kcal mol-'; Max, 7.1 kcal mol-"

W2: MUE, 0.5 kcal mol-'; Max, 1.9 kcal mol-' (55
molecules—wildly expensive)




What's the Right Way to Do a Calculation?

» Solve the Schrédinger equation exactly (full Cl,
infinite basis)—rarely practical...

» Use a multilevel approach to get as close as you can
to the exact solution

» Use an isodesmic protocol to foster error cancellation

« Assume error transferability between related known
and unknown systems at an affordable level

» Assume that good results for a known property of the
system will ensure good results for an unknown

» Indulge in optimism and hope

79



o
T

o
T
—
T
)
d
==
s
ot

= odg =

A7 UE ghekof w2t 25| MER AL =
| 7| H

=

2
rr-4 kO 3d
1o

kO T.

=t |_7I<_—E—o|:0=|—_rL ':01I H=
B SAte| &7t EP—E’OFE &
Atdsr2 Flol e M2 0|29

=
@)
0 O
i
ot
rlo
02

X5, ZIAst&Eel = (QSPR =2+%)

°Fx}3bst A Ako] Y EFE A NP AYJEF
2 g

Modeling and Simulation & $8 =232
multi—scale simulationd &% ¥ 2 44
27 Bk, 3 Bkl e 38 B

3 33ks o)) o) > 2E AR 52 330
5.

SERELLERE-CLE SRR
3 5=

ML

(_\l
,._)

80

T



